Upgrading Elasticsearch from 5.1 to 5.2

| decided to upgrade my Elasticsearch installation over 3 nodes - following the documentation in Rolling Upgrades

After the initial steps:

curl -XPUT 'l ocal host: 9200/ _cluster/settings?pretty' -H'Content-Type: application/json -d
{
"transient": {
"cluster.routing.allocation.enable": "none"
}
)
curl -XPOST 'l ocal host: 9200/ _fl ush/ synced?pretty’

upgraded elkserverl with:

root @l kserver 1: ~# service el asticsearch stop

root @l kserver1: ~# apt-get install elasticsearch

Readi ng package lists... Done

Bui | di ng dependency tree

Readi ng state infornmation... Done

The fol |l owi ng packages were autonatically installed and are no |onger required:
| i nux- header s-4. 4. 0-53 |inux- headers-4. 4. 0-53-generic |inux-headers-4.4.0-57 |inux-headers-4.4.0-57-generic
i nux-image-4. 4. 0-53-generic |inux-imge-4.4.0-57-generic |inux-inmge-extra-4.4.0-53-generic
i nux-i mage-extra-4.4.0-57-generic

Use 'sudo apt autorenpve' to renove them

The fol |l owi ng packages will be upgraded:
el asticsearch

1 upgraded, 0 newy installed, O to remobve and 63 not upgraded.

Need to get 33.4 MB of archives.

After this operation, 236 kB of additional disk space will be used.

Get:1 https://artifacts. el astic.co/ packages/5. x/ apt stabl e/ main and64 el asticsearch all 5.2.0 [33.4 M]

Fetched 33.4 MBin 3s (9,591 kB/s)

(Readi ng database ... 218942 files and directories currently installed.)

Preparing to unpack .../elasticsearch_5.2.0_all.deb ...

Unpacki ng el asticsearch (5.2.0) over (5.1.1)

Processing triggers for systend (229-4ubuntul3)

Processing triggers for ureadahead (0.100.0-19)

Setting up elasticsearch (5.2.0)

Configuration file '/etc/elasticsearch/elasticsearch.ynl’
==> Modified (by you or by a script) since installation.
==> Package distributor has shipped an updated version.

What woul d you like to do about it ? Your options are:

Y or | : install the package numintainer's version
N or O : keep your currently-installed version
D . show the differences between the versions
z . start a shell to exanine the situation

The default action is to keep your current version.
*** elasticsearch.ym (Y/1/NQD 2Z) [default=N ?
Installing new version of config file /etc/elasticsearch/jvmoptions ...
Installing new version of config file /usr/lib/systend/systenm el asticsearch.service ...
Installing new version of config file /etc/init.d/elasticsearch ...
Processing triggers for systend (229-4ubuntul3)
Processing triggers for ureadahead (0.100.0-19)
root @l kserver 1: ~# service el asticsearch start

But it did not start - looking at the log | found:


https://www.elastic.co/guide/en/elasticsearch/reference/current/rolling-upgrades.html

[2017-02-07T19: 56: 57, 523] [ ERROR] [ 0. e. b. Boot strap ] Exception
java.lang. |11 egal Argunent Exception: Plugin [x-pack] is inconpatible with Elasticsearch [5.2.0]. Was desi gned
for version [5.1.1]

at org. el asticsearch. pl ugi ns. Pl ugi nl nfo. readFronProperties(Pluginlnfo.java: 108) ~[el asticsearch-5.2.0.
jar:5.2.0]

at org.elasticsearch. pl ugi ns. Pl ugi nsServi ce. get Pl ugi nBundl es( Pl ugi nsServi ce.java: 292) ~[el asti csearch-
5.2.0.jar:5.2.0]

at org. el asticsearch. plugins. Pl ugi nsService. <init>(PluginsService.java: 131) ~[el asticsearch-5.2.0.jar:
5.2.0]

at org. el asticsearch. node. Node. <i ni t >(Node. j ava: 297) ~[el asticsearch-5.2.0.jar:5.2.0]

at org. el asticsearch. node. Node. <i ni t >(Node. j ava: 232) ~[el asticsearch-5.2.0.jar:5.2.0]

at org. el asticsearch. boot strap. Boot strap$6. <i ni t>(Boot strap.java: 241) ~[el asticsearch-5.2.0.jar:5.2.0]

at org. el asticsearch. bootstrap. Boots

@ DOH - Read the fucking manual - Step 4: Upgrade any plugins

So | removed and added the X-Pack again:

root @l kserver 1:/usr/share/ el asti csearch# bin/elasticsearch-plugin remove x-pack
root @l kserver 1:/usr/share/ el asti csearch# bin/elasticsearch-plugin install x-pack
-> Downl oadi ng x-pack fromelastic
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And restarted Elasticsearch, and It cam up alright.
After a short while, elkserver3 and elkserver2 got the same (x-pack excluded) - between node upgrades went aproximatly 10 minutes.

And then | enabled Shard allocation again:

curl -XPUT 'l ocal host: 9200/ _cluster/settings?pretty' -H'Content-Type: application/json' -d'
{
"transient": {
"cluster.routing.allocation.enable": "all"
}
3

@ During the entire upgrade, Cluster health was either red or yellow - and | was somewhat concerned about the state of everything in the cluster.

But it came back to green and the number of unassigned shards went towards a nice 0 (zero)




This actually costed me some data loss... first of all, after rebooting my elkserverl, the filebeat service did not start and | did not realized this for
2 days.

Before that realization, searching is the "syslog-*" index gave me "Courier Fetch: X of 5 shards failed" and looking at the Shards from the
Upgrade time and onwards for the syslog-* index, size was closed to 0.

I never found the reason, but ended up deleting the "closed to 0 ones" in Kibana with "DELETE /syslog-dd.mm.yyyy" and then everything
worked again. The X-Pack could be a possibility, but all other index'es works and have worked fine the entire time.

Also, the "Courier Fetch: X of 5 shards failed" is a common problem it seems, when googling it.

But | should have closed all Logstash instances before the upgrade....


https://www.elastic.co/products/kibana
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