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Cause

| tried to install OpenVPN, and made a config error in server.conf, so after start of the "OpenVPN" service, | lost connection

Afterwards for every boot, the ReadyNAS got 2 IP Addresses and was non-responding on both - even though | could ping one (10.0.0.100) until OpenVPN
Started...so | was pretty sure this was "just" a config issue.

In RAIDar, It looked like this:

8 .00 RAIDar
Select a NAS device to setup
[l MAC Address Model Host Mame IF Address Vol Disk: |1 2 3 4 Tmp Fan UF5 Info
@ 00:00:00:00:00:00 ReadyNAS NV+ mosnas 10.0.0.1 " ] 9 @ @ @ 1" ] 4.1.13
@ 20:4e:7f:25:51:68 ReadyNAS NV+ mosnas 10.0.0.100 1" ] @ @ @ @ (%] g 4.1.13
| Setup | | Rescan | | Locate | | About | | Help | | Exit |

Failed recovery Attempts

| tried OS Reinstall via the built-in function, but the problem was still there (which | find pretty wierd)

| tried USB Boot that keept on failing with "OS Index Error" on several USB Sticks.

The Solution

I googled and found http://onlyblueatwork.wordpress.com/2012/12/04/netgear-readynas-access-recovery/
| booted the ReadyNAS in "Tech Support" mode and used Telnet go enter:

Username: root

Password: infr8ntdebug

Now, there are 2 interesting things, 1 - the OS Partiton and 2 - The Data partition

1 - OS Partition

The googled article refers to "mdadm"” - with was not on my NAS (Raidar 4.1.13), after a lot of trial-and-error, | got the raid started:


http://onlyblueatwork.wordpress.com/2012/12/04/netgear-readynas-access-recovery/

# ./start_raid.sh

# cat /proc/xraid/ configuration

VERSI OV | D: : super bl ock=(0. 1. 0), | D=7f 255168. 00000000. 00000000. 00000000, cr eat e_t i me=4f 873c3e

RAI D_I NFO : di sks_total =3, rai d_di sks=3, parity_di sk=2, di sks_onl i ne=3, di sks_wor ki ng=3, di sks_f ai | ed=0, spar e_di sk=0,
base_di sk=0, si ze=3907008688, updat e_t i me=00000000, st at e=0, | uns=2, ext cnd=1, expandabl e_bi t map=0x0, | si ze=3907008686,
drive_present =0x7

LOG CAL_DRI VE: 0: begi n_sect or =32, sect or s=4096000, r ai d_| evel =1, st at us=r edundant, i ni ti al i zed=1, dmap=7

LOG CAL_DRI VE: 1: begi n_sect or =4096032, sect or s=3902912686, r ai d_| evel =X, st at us=r edundant , i ni ti al i zed=1, dmap=7

PHYSI CAL_DRI VE: 0: nunber =0, devi ce=hdc, maj or =22, mi nor =0, r ai d_i d=0, st at e=onl i ne, present =1, si ze=3907008688,

r _nodel =ST2000DL003- 9VT166, r _si ze=3907008688, r _f w=CC3C

PHYSI CAL_DRI VE: 1: nunber =1, devi ce=hde, maj or =33, mi nor =0, r ai d_i d=1, st at e=onl i ne, present =1, si ze=3907008688,

r _nmodel =ST2000DL003- 9VT166, r _si ze=3907008688, r _f w=CC3C

PHYSI CAL_DRI VE: 2: nunber =2, devi ce=hdg, maj or =34, m nor =0, r ai d_i d=2, st at e=onl i ne, present =1, si ze=3907008688,

r_nodel =ST2000DL003- 9VT166, r _si ze=3907008688, r _f w=CC3C

RUN_PARAMETERS: : r ai d_runni ng=1, | ast _wor d=ok, i nterface_start_at =1, f ake=0

RAI D_REBUI LD: : sync=0, | ogi cal =0, parity=2, sectors=0, t ot al =4294967295, source=7,total _dri ves=3, auto_sync=1

RAI D_P_CHECK: : chck=0, current _| un=0, total _| uns=2, rai d_| evel =0, err=0, current_sector=0, total _sectors=0, report_err=1
RAID P_INIT::initialized_bitmp=0x7,initialize_error_bitmp=0x0,initializing_bitmp=0x0, current_sector=0,

total _sector=0

The "mdconfig" binary on the ReadyNAS was not very verbose, but try to use "DMESG" for some output”. The output above stated that the X-RAID is fine.

Here after, It should be poosible to mount the OS Partition as:
# nkdir /mt /mmt/root
# nount /dev/nd0 /mt/root

but that fails, so | did a (in the DMESG output | could determine the physical disks as /dev/hdc /dev/hde /dev/hdg):
# nount /dev/hdcl /mt/root

# rm/mt/root/etc/openvpn

| was a bit concerned about changing directly on /dev/hdc ...

After the simple removal of the OpenVPN Startup | did a reboot and - Ta Da - everything was ok again - Due to OS Reinstall | had lost some settings
(backup settings was gone).

1 - Data Partition

To Access the data:



# lvm | vdi spl ay
--- Logical volune ---

LV Nane /dev/clc

VG Nane [«

LV UU D fnj d5B- 7MXI - Ukkp- 9Bl T- WWFO- GQLV- 8ZbSsj
LV Wite Access read/ wite

LV Status NOT avai | abl e

LV Si ze 3.63 TB

Current LE 118930

Segment s 2

Al l ocation i nherit

Read ahead sectors 0

# lvmlvchange -a y /dev/c/c
# nmount /dev/c/c /mmt/lvm
# cd /mt/lvm

#1s -1

dr wxr wxr wx 2 65534 65534 16384 Tenp

dr wxr wxr wx 12 65534 65534 16384 public

dr wxr - Xr - x 30 0 16384 recovery
dr wxr wxr wx 6 65534 65534 16384 devel op

dr wxr wxr wx 14 65534 65534 16384 nedi a
STW---- - 10 0 8192 aquot a. gr oup
drwxr - Xr - x 6 98 98 16384 home
drwx------ 20 0 16384 | ost +f ound
STW---- - 10 0 8192 aquot a. user
dr wxr wxr wx 13 65534 65534 16384 backup

#

Links

http:/kb.netgear.com/app/answers/detail/a_id/24874
Unofficial Recovery: http://home.bott.ca/webserver/?p=159

Boot menu access: http://kb.netgear.com/app/answers/detail/a_id/24874

After Power Off

Button to Hold Time to Hold LED flashes Boot Menu Mode

Power 5 seconds 1 Skip Volume Check
Power 10 seconds 2 TFTP Boot

Power 15 seconds 3 Tech Support Mode
Power 20 seconds 4 USB Boot

Power 25 seconds 5 Memory Test
Reset 5 seconds 1 OS Re-install
Reset 30 seconds 2 Factory Default

Ref: http://kb.netgear.com/app/answers/detail/a_id/24874

Files

RAIDiator-V4.1.13.zip

x86_flash_recovery.zip
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